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▪ LANL and Sandia:
— Just go to sarape.sandia.gov as usual for Tri-lab resources
— LLNL resources: 

• Sierra systems: sierra-open, lassen, rzansel
• CORAL EA systems: ray, rzmanta, shark

— Sponsor: Greg Tomaschke, tomaschke1@llnl.gov, 925-423-
0561

▪ Later - Sierra accounts:
— Moving to the classified environment in Jan 2019
— Accounts will then be handled through the Advanced 

Technology Computing Campaign (ATCC) process (like 
Trinity & Sequoia).
• Each Lab has 1/3 allocation on each AT system; six-month 

duration; each lab follows an internal process to 
review/prioritize proposed projects.

— Expected to be part of the ATCC-7 campaign (~Mar 2019) 
along with Sequoia and Trinity (Sierra may not be available 
for the full 6 months though).

Account Requests
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▪ Currently, everyone just gets put into a "guests" account/group on Sierra and CORAL 
EA systems.

▪ LC is currently in the process of phasing in real accounts and allocations for Sierra 
systems.

▪ Expect things to behave a little differently though - the LSF batch system has replaced 
Moab/SLURM.

▪ TIP: setting this environment variable (for now) will help avoid jobs getting rejected in 
case you forget to specify the guests group:

setenv LSB_DEFAULT_USERGROUP guests
export   LSB_DEFAULT_USERGROUP=guests

Allocations
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▪ CZ systems: sierra, lassen, ray
— Begin on a LANL/Sandia iHPC login node. For example:  ihpc.sandia.gov or ihpc-gate1.lanl.gov.
— For now, need to ssh to another CZ system (such as oslic or quartz) first. For example:

ssh -l llnl-username oslic.llnl.gov

— Then ssh to the desired machine. No password required.
— Later - will be able to ssh directly as with other CZ systems.

▪ RZ systems: rzansel, rzmanta
— Begin on a LANL/Sandia iHPC login node. 
— Connect to the RZ gateway using your LLNL username:

ssh -l llnl-username rzgw.llnl.gov

— Password: PIN + RZ RSA token
— On rzgw:

kinit sandia-username@dce.sandia.gov

kinit lanl-username@lanl.gov

— Enter LANL/Sandia kerberos password
— Then ssh to the desired machine. No password required

▪ SCF systems: shark (and sierra later)
— Same as other SCF machines. No password/token required.  For example:

ssh -l llnl-username shark.llnl.gov

Access
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▪ Expectations

▪ Big differences

▪ Like TOSS 3 (kinda)

▪ Beta software environment

▪ File systems

▪ SSH Keys Required

▪ Running Jobs: Login vs. Launch 
vs. Compute Nodes

▪ Modules

User Environment Topics

▪ Compilers (covered later)

▪ MPI (covered later)

▪ Running jobs, jsrun/lrun LSF
batch system (covered later)

▪ Software

▪ Math libraries

▪ HPSS Storage, FIS

▪ Documentation and getting 
help
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▪ Although IBM Power and NVIDIA hardware are not brand new, 
putting them together is - especially true for the software.

▪ There will be a "learning curve" for all involved: vendors, LC 
staff and users alike.

▪ Much of the software is "beta" level, and some is still being 
developed as we speak.

▪ Expect some growing pains: unplanned outages, planned 
outages, bugs, reboots, software changes (some with little 
notice), instabilities, performance issues, etc.

▪ What you might typically expect from new systems...and more!

▪ LC is interested in your feedback - we're in this together!

Setting Expectations
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Big Differences

Typical LC Linux Cluster Sierra Cluster

Hardware Intel Xeon IBM Power9 + NVIDIA Volta

Multi-threading (CPU) 2 hardware threads per core 4 hardware threads per core

Peak flops (% GPU) 0% 97%

Job scheduler SLURM / Moab wrappers IBM Spectrum LSF

Parallel file systems Lustre IBM Spectrum Scale (GPFS)

Compilers Intel, GNU, PGI, Clang IBM XL, Clang, (GNU, PGI)

MPI MVAPICH, Open MPI, Intel IBM Spectrum MPI

Packages Lmod modules, dotkit Lmod modules

NVRAM SSD No Yes - 1.6 TB

Job launcher srun jsrun (new, from IBM)
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▪ Same OS - Red Hat Enterprise Linux Server

▪ /usr/tce/ is used instead of /usr/local for compilers, MPI, tools, packages, etc.
— Currently /usr/tcetmp is also being used but will transition to /usr/tce later

▪ Lmod modules are used to load software environments

▪ However, Sierra systems do not run true TOSS 3 software:

TOSS 3 Like Environment (kinda)

sierra% echo $SYS_TYPE

blueos_3_ppc64le_ib_p9

sierra% distro_version

blueos 3.2-15

quartz% echo $SYS_TYPE

toss_3_x86_64_ib

quartz% distro_version

toss 3.2-5
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▪ Much of the software on LC's Sierra and CORAL EA systems is beta release.

▪ So, until GA-level software is installed, any performance results from 
applications/benchmarks running on these systems are not publishable 
without official review from IBM and/or NVIDIA . 
— Questions? Contact Rob Neely (neely4@llnl.gov) or Bronis de Supinski

(desupinski1@llnl.gov)

▪ Changing rapidly, possibly with little notice.

▪ Stay tuned to system status emails...

Beta Software Environment
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Sierra and CORAL EA systems mount the usual LC file systems. The only significant difference is that 
these systems use IBM's Spectrum Scale product for parallel file systems instead of Lustre. Available 
file systems are summarized in the table below.

File Systems

File System Mount Points Backed 

Up?

Purged? Comments

Home directories /g/g0 - g99 Yes No 16 GB quota; safest file system; includes 

.snapshot online backups

Workspace /usr/workspace/ No No 1 TB quota; includes .snapshot online 

backups

Local tmp /tmp, /usr/tmp, /var/tmp No Yes Node local temporary file space; small; 

actually resides in node memory, not physical 

disk

NFS tmp /nfs/tmp2 No Yes Large ~100 TB NFS mounted temporary file 

space; shared by all users and multiple 

clusters

Collaboration /usr/gapps, gdata

/collab/usr/gapps, gdata

Yes No User managed application directories; 

intended for collaborative development and 

usage

Parallel /p/gpfs1

/p/gscratch*

No No Intended for parallel I/O; large, shared by all 

users on a cluster. Quotas will be in effect 

soon.
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▪ SSH keys are required for running jobs on Sierra systems. This requirement 
will be removed later but for now...

▪ Typical error (can vary) looks like this when attempting to run jobs:
Error negotiating connection with pmix server. read() -1. errno

[104] Connection reset by peer

Error initializing RM connection. Exiting.

▪ Easy, one time setup:
— Execute ssh-keygen -t type where type is either "rsa" or "dsa". Take your 

pick.
— When prompted to enter a passphrase, don't enter anything.
— After the command completes cd to your .ssh directory and copy the file which 

ends in .pub to a file named authorized_keys. For example: 

cp id_dsa.pub authorized_keys

— Important: make sure all of your .ssh files have the correct group ownership 
(same as your username) and rwx permissions by you only.  Probably won't work 
otherwise.

SSH Keys Required
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▪ The bsub command is used to submit your job to LSF from a login node. For example:

bsub <  mybatchscript

▪ If successful, LSF will migrate execution of your batch script to a launch node.

▪ An allocation of compute nodes will be acquired for your job in a batch queue - either one 
specified by you, or the default queue.

▪ The jsrun/lrun command is used from within your script to launch your job on the allocation of 
compute nodes. Your executable then runs on the compute nodes.

▪ Without jsrun/lrun, your executable will run on the launch node - not typically desired.

Running Jobs: Login vs. Launch vs. Compute Nodes
(more on this later in the Running Jobs talk)
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▪ As with TOSS 3 systems, Lmod modules are used for most software packages, such as compilers, 
MPI and tools.
— Dotkits are gone
— Users only need to know a few commands to effectively use modules
— The "ml" shorthand can usually be used instead of "module"

Modules, Dotkits

Command Shorthand Description

module avail ml avail List available modules

module load package ml package Load a selected module

module list ml Show modules currently loaded

module unload package ml unload package Unload a previously loaded module

module purge ml purge Unload all loaded modules

module reset ml reset Reset loaded modules to system defaults

module display package n/a Display the contents of a selected module

module spider ml spider List all modules (not just available ones)

module keyword key ml keyword key Search for available modules by keyword 

module,  module help ml { -h, -H --help } Get help
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▪ Simple example - see what's loaded by default, see what's available

More on Modules

% ml list

Currently Loaded Modules:

1) xl/beta-2018.11.02   2) spectrum-mpi/rolling-release   3) cuda/9.2.148   4) StdEnv

% ml avail

----------------------------- /usr/tce/modulefiles/Compiler/xl/beta-2018.11.02 -----------------------------

spectrum-mpi/rolling-release (L,D)    spectrum-mpi/2018.06.07    spectrum-mpi/2018.08.13

spectrum-mpi/2018.04.27               spectrum-mpi/2018.07.12    spectrum-mpi/2018.08.30

spectrum-mpi/2018.06.01               spectrum-mpi/2018.08.02    spectrum-mpi/2018.10.10

--------------------------------------- /usr/tcetmp/modulefiles/Core ---------------------------------------

StdEnv (L)      git/2.9.3                            pgi/18.3

archer/1.0.0                       gmake/4.2.1                          pgi/18.4

clang/coral-2017.11.09             gsl/2.3                              pgi/18.5             (D)

clang/coral-2017.12.06             gsl/2.4                              pgi/18.7

clang/coral-2018.04.17             gsl/2.5                       (D)    python/2.7.13

clang/coral-2018.05.18             hwloc/1.11.10-cuda                   python/2.7.14        (D)

clang/coral-2018.05.22             ibmppt/alpha-2.4.0                   python/3.6.4

clang/coral-2018.05.23             ibmppt/beta-2.4.0                    scorep/3.0.0

{  some text deleted to fit screen  }

cmake/3.9.2               (D)      lalloc/2.0                    (D)    totalview/2017.2.11  (D)

cmake/3.12.1                       lapack/3.8.0-gcc-4.9.3               valgrind/3.13.0

coredump/cuda_fullcore lapack/3.8.0-xl-2018.06.27           valgrind/3.14.0      (D)

coredump/cuda_lwcore lapack/3.8.0-xl-2018.08.24    (D)    vampir/9.5

coredump/fullcore lapack/3.8.0-P8-gcc-4.9.3            xl/beta-2017.11.28

coredump/lwcore (D)      lapack/3.8.0-P8-xl-2018.08.24        xl/beta-2018.02.05

coredump/lwcore2                   lapack/3.8.0-P9-gcc-4.9.3            xl/beta-2018.02.22

cuda/9.0.176                       lapack/3.8.0-P9-xl-2018.08.24        xl/beta-2018.03.21

cuda/9.0.184                       lmod/7.4.17                   (D)    xl/beta-2018.04.06

--------------------------------------------- /usr/share/lmod/lmod/modulefiles/Core -------------------------------------------

lmod/6.5.1    settarg/6.5.1
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▪ Simple example (continued) - load a selected module, check again:

More on Modules

% ml load clang/coral-2018.05.22

Lmod is automatically replacing "xl/beta-2018.11.02" with "clang/coral-2018.05.22"

Due to MODULEPATH changes the following have been reloaded:

1) spectrum-mpi/rolling-release

% ml

Currently Loaded Modules:

1) cuda/9.2.148   2) StdEnv 3) clang/coral-2018.05.22   4) spectrum-mpi/rolling-release
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▪ Sierra systems pre-load certain modules into your environment
— Important to know for selecting your choice of compiler. For example:

▪ LC employs module hierarchies for some packages:
— loading module A will cause modules B and C to become available

▪ Module families are also used:
— only one package from each family may be loaded at once
— if compiler A is loaded, and then compiler B, compiler A will be unloaded

▪ A number of modules have default versions - designated by a (D) next to the module 
name. For example:

totalview/2016.07.22

totalview/2017.0.12    

totalview/2017.1.21    (D)

"module load totalview" will select the (D) version

More on Modules

% module list

Currently Loaded Modules:

1) xl/beta-2018.11.02   2) spectrum-mpi/rolling-release   3) cuda/9.2.148   4) StdEnv
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▪ More on Lmod modules:  
— https://www.tacc.utexas.edu/research-development/tacc-projects/lmod
— http://lmod.readthedocs.io/en/latest/index.html

▪ LC documentation:
— https://lc.llnl.gov/confluence/display/TCE/Using+TOSS+3#UsingTOSS3-Modules

More on Modules
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Software

▪ The most important software - Compilers, MPI and Tools, will be covered in detail 
later. Math libraries are covered in the next slide.

▪ A small assortment of other software/utilities can be found in 

— /usr/tcetmp/bin, /usr/tcetmp/packages 

— /usr/tce/bin, /usr/tce/packages

— or via "module spider".

▪ Visualization software (list is at https://hpc.llnl.gov/data-vis/vis-software): a subset of 
these packages will be ported to Sierra systems. Currently under evaluation.

▪ Software under /usr/gapps is owned and maintained by users - porting to Sierra 
systems systems will vary.

▪ Need something that's missing?  Let us know  (LC Hotline)...



19
LLNL-PRES-729302

Software - Math Libraries

▪ MASS - Mathematical Acceleration Subsystem Libraries
— From IBM: a set of C/C++ libraries of tuned mathematical intrinsic functions (scalar, vector, simd) 

that provide improved performance over the corresponding standard system math library 
functions.

▪ ESSL - Engineering and Scientific Subroutine Library
— IBM's ESSL is a collection of high-performance subroutines providing a wide range of 

mathematical functions for many different scientific and engineering applications.  A subset of the 
functions contained in ESSL are tuned replacements for some of the functions provided in the 
BLAS and LAPACK libraries. C/C++ and Fortran.

▪ Installed for convenience:
— NETLIB: BLAS, LAPACK, ScaLAPACK

— FFTW

— GSL - GNU Scientific Library - over 1000 functions; C/C++

▪ Documentation:
— https://computing.llnl.gov/tutorials/sierra/#MathLibs

— https://lc.llnl.gov/confluence/display/SIERRA/Math+Libraries

▪ Other math software (matlab, mathematica) - no plans to port at this time
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HPSS Storage,   FIS

▪ HPSS storage is available as on other LC systems:

— https://computing.llnl.gov/tutorials/lc_resources/#Archival

— https://hpc.llnl.gov/software/archival-storage-software

▪ FIS (File Interchange Service) - for moving files between LLNL
OCF and LLNL SCF is also available as usual:

— https://computing.llnl.gov/tutorials/lc_resources/#FIS

— https://hpc.llnl.gov/manuals/fis/
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Documentation and Getting Help

▪ Livermore Computing user portal provides a wide range of 
information covering everything LC users need to know:  
hpc.llnl.gov

▪ No authentication required for most pages

▪ LC tutorials provide detailed information on common HPC
topics relevant to LC users: 
https://hpc.llnl.gov/training/tutorials

▪ Sierra systems tutorial and workshop presentations are 
available here



22
LLNL-PRES-729302

Documentation and Getting Help

▪ Confluence wiki pages for Sierra and CORAL EA systems are also available:

https://lc.llnl.gov/confluence/display/SIERRA/Sierra+Systems

https://lc.llnl.gov/confluence/display/CORALEA/CORAL+EA+Systems

***see the Quickstart Guide first for the most essential tips***

▪ Sierra Center of Excellence (COE): another 
resource for information on Sierra related 
topics, workshops, presentations, etc.

https://lc.llnl.gov/confluence/display/SCOE/Sierra+
Center+of+Excellence+Home

▪ Confluence pages requires authentication, 
but support Tri-lab kerberos:

sandia-username@dce.sandia.gov

lanl-username@lanl.gov
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Documentation and Getting Help

▪ Reporting problems, questions and getting help:

— LC Hotline is available as the "front line" of support for Sierra systems - as with other LC 
systems:     

lc-hotline@llnl.gov          (925) 422-4531

— LC Development Environment Group (DEG), other LC staff, IBM and NVIDIA onsite reps provide 

in-depth support for Sierra system and all other LC systems. 

LC Customer Support Group LC Development Environment Group
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